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Abstract

Science data gateways are effective in providing complex science data collections to the
world-wide user communities. In this paper we describe a gateway for the Advanced Sim-
ulation Capability for Environmental Management (ASCEM) framework. Built on top of
established web service technologies, the ASCEM data gateway is specifically designed for
environmental modeling applications. Its key distinguishing features include: (1) handling of
complex spatiotemporal data, (2) offering a variety of selective data access mechanisms, (3)
providing state of the art plotting and visualization of spatiotemporal data records, and (4) in-
tegrating seamlessly with a distributed workflow system using a RESTful interface. ASCEM
project scientists have been using this data gateway since 2011.

1 Introduction
Applications in diverse areas such as biology, chemistry and earth science are collecting large
amounts of complex data. Often, there is a world-wide community of users who want to make
use of these data sets. The science gateway is an effective technique for concentrating the data
sets at a small number of professionally managed sites accessible by the user community as web
services [3, 8, 30, 24, 27]. Aside from numerous research prototypes, we are aware of a number of
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different science gateways currently in production at major computer centers such as NERSC1 [9]
and ALCF [2, 18]. Most of these science gateways treat the data they manage in a relatively
simple way, for example, assuming the data to be a sequence of letters; or by restricting the data
to be from static meshes. In this paper, we describe an implementation of a science data gateway
that handles complex geometries and data types associated with spatiotemporal data records. We
create a comprehensive data analysis capability by designing a querying scheme, an interactive
visual exploration interface, and a way of integrating the portal with a distributed simulation and
analysis environment.

Our web-based data service is designed for a specific type of spatiotemporal data from an
important application domain. In the next section, we describe this application and the demands on
the data management system. Following that, we devote four sections to discuss each of the above
four features: Section 3 covers spatiotemporal data objects to be captured, Section 4 describes how
we achieve selective access to spatiotemporal objects, Section 5 discusses plotting and visualizing
accessed data objects, and Section 6 explains integration of this data gateway with the ASCEM
distributed workflows. A brief summary is given in Section 7.

2 Application Driver
The U.S. Department of Energy (DOE) is in charge of the nation’s effort to clean up nuclear con-
tamination at various fuel processing sites; remediation of these legacy wastes is one of the most
complex and technically challenging cleanup efforts in the world, with costs over the next few
decades projected to be $265-305 billion [17]. To understand the propagation of the contaminants
and the effectiveness of the remediation procedures, DOE has made significant investments in de-
veloping computational tools to predict the long-term behavior of subsurface contaminant plumes.
Our work is part of a project called Advanced Simulation Capability for Environmental Manage-
ment (ASCEM) [1, 21, 28]. One of the key features of ASCEM is the user environment, Akuna,
which is a custom-built interface for managing subsurface modeling workflows [13]. Akuna pro-
vides users with a range of tools to utilize data with simulations, analyze data, translate conceptual
models to numerical models, execute simulations, and visualize results. Additional toolsets pro-
vide users with methods for sensitivity analysis, model calibration and uncertainty quantification.
The data gateway described in this paper stores the persistent data used as input by Akuna work-
flows. It is also a central place for users to retrieve data for further analysis on their own local
resources, a platform for interactive remote explorations, as well as a resource for carrying out
indepth analyses. Next, we describe some of the key tasks of ASCEM to illustrate the demand on
the data management system.

In environmental management, scientists use numerical models to assess anticipated risks, sup-
port remediation and monitoring program decisions, and assist in the design of specific remedial
actions for complex systems. These decisions often need to be made with incomplete information
and the impact of knowledge gaps needs to be quantified. Scientists rely on numerical models
capable of providing the missing information, thus enabling them to quantify the uncertainty and

1https://www.nersc.gov/users/data-analytics/science-gateways/
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Figure 1: An illustration of problem hierarchy for ASCEM platform.

explore different scenarios [5, 6, 12]. Fig. 1 shows a simplified hierarchy of the different types
of problems the ASCEM platform intends to manage. The interdependencies between the vari-
ous tasks of an ASCEM workflow can be highly dynamic as the simulations progress. The input
and output from these modeling operations may be only megabytes in size, but the demand on
these data records is dynamic in nature. Having the data constantly available is a good strategy to
simplify the data management tasks for these modeling efforts.

The ASCEM project is developing computer software capabilities for both an integration plat-
form and a High-Performance Computing (HPC) Multiprocess Simulator. The integration platform
provides the user interface and tools for end-to-end model development, starting with the defini-
tion of the conceptual model, the management of data for model input, the model calibration and
uncertainty analysis, and the processing of model output, including visualization. Typical HPC
resources are in high demand and therefore their availability is hard to predict. When it becomes
available, we may not want to spend the time to gather all the necessary data to the computation
site. Instead, we centralize the data artifacts into a web-based service. This science data gateway
is always available and can be optimized for a wide range of application scenarios.
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Figure 2: An illustration of the key components of ASCEM data management.

The Platform and HPC capabilities are being tested and evaluated for environmental manage-
ment applications in a set of demonstrations as part of the Site Applications Thrust Area activities,
with the Hanford Site deep vadose zone (BC Cribs) serving as the real-world site for an end-to-
end demonstration of these capabilities [1, 21, 28]. This demonstration requires a wide variety of
data from both simulation and experimental observations. The data include complex geograph-
ical information, which is usually not supported by web-based data services. Effective support
for such geographical information and associated operations is the key part of the ASCEM data
management gateway.

Since the application sites might be in remote areas without significant computing resources
to carry out the necessary computations for a numerical model, ASCEM has taken the approach
of building a distributed web-based modeling architecture. This web-based distributed modeling
approach has also emerged as an effective mechanism to connect the high-quality data available
on the web with high-performance computing resources to assist modelers in quantifying uncer-
tainty [6], understanding chemical reactions [24] and so on [7]. ASCEM data gateway needs to
support all these diverse sets of operations.

3 Spatiotemporal Data
The Data Management Toolset is at the core of the ASCEM software framework, consisting of a
data store and information management infrastructure; and is accessible by all the toolsets on the
ASCEM Platform. The data stored in the data management infrastructure includes the set of data
used to develop a site characterization, parameter databases, conceptual and numerical models,
and inputs and outputs from simulations executed by the ASCEM HPC simulator and the various
toolsets. An illustration of the ASCEM data management component is shown in Figure 2.
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Figure 3: An example of a legacy waste site.

At most environmental management sites, different types of data are typically organized into
separate databases such as a well and borehole database, a tank database, and a contaminants
database. In addition, many data sets are available as files on individual users’ systems or on
shared disk systems. However, in the ASCEM project the application scientists have identified
the ability to access collections of these previously disparate data sets to be the most important
aspect of the data management system. To achieve this goal, we organized the data sets into a
single database containing all data collected at the site relevant to analysis and simulation. Each
data object stored in the ASCEM system has additional information describing its type, place of
measurement, site designation, original source of the data, as well as format and context-dependent
information important for searching.

The ASCEM data management system enables sharing of data sets, association of analyses with
simulation results, flexible data access methods, automation of management of the large volumes of
data associated with sensitivity and validation studies, and maintenance and viewing of provenance
between the various data items and simulation runs. It is also capable of extracting data from
established data management systems at user sites, along with necessary metadata and provenance
information.

Data sets involved in environmental management are spatiotemporal in nature. A data set might
include points such as locations of wells where measurements were taken, regions such as outlines
of buildings, outlines of storage tanks, and other shapes including lakes and rivers. Figure 3 is a
part of Savannah River Site (SRS) with certain landmarks outlined on the map. Effective support
for complex geometric shapes and geographical features is fundamental to the usability of the
ASCEM data management system.
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The content and the organization of the data records can also critically affect the operations
on the data. Common operations on such a set of environmental data might include placing lo-
cations of wells on a map, located correctly relative to existing buildings and other landmarks,
identifying a known building, finding all the wells containing a certain type of information in or
around a building, and so on. An important task our data management system needs to perform is
to harmonize the representations of data in order to work with the different coordinate systems for
measuring the locations of wells, buildings, and sensors at various sites. There are also variations
in representing the shape and outline of buildings, rivers, lakes, and tanks. Our data management
system converts all of the varying formats into a common one selected by the ASCEM project.

The measured data is organized into curves with each curve representing a time series or a depth
series of a particular measurement type at a particular location. This organization was developed
based on user interviews to understand access patterns needed in the system. It supports highly
efficient retrieval of the data for plotting, search, and downloads.

The current implementation of the ASCEM data management system uses a combination of
PostgreSQL and PostGIS to support such operations [15, 22, 29]. More details of these operations
are explained in the next sections.

4 Selective Access to Large Data Sets
In ASCEM, we take a holistic approach to managing the data records. All model input, output,
and control files are managed collectively, versioned, and supported by data access tools. This
approach reduces the complexity of the data management tasks and makes the modeling task more
effective and efficient. The ASCEM data management toolset uses the concept of a “collection of
data objects” to support such groupings. Such a collection can be defined statically by groups of
application scientists or generated dynamically through selection operators. Our data management
toolset also contains a significant amount of metadata on the files and data collections.

The ASCEM data management toolset follows the typical web service approach by offering a
command-line interface through a RESTful API, and an interactive web interface [2, 16, 20]. Here,
we briefly describe the interactive web interface called the Map Tool 4. The RESTful API offers
similar functionality.

Map Tool makes use of the Google Maps service to provide the basic geographical features
such as topography, roads, streams, ponds, etc. The Google Map service also allows us to perform
complex visualization tasks to be described in Section 5. In this section, we provide an overview
of the selection operations.

There are four different ways to select something with Map Tool.

1. Selecting a single well or object, by clicking on the well or object.

2. Selecting all wells or objects within a single rectangular bounding box, by drawing a bound-
ing box on the map interface.

3. Select objects within a polygon defined by an arbitrary number of corner points can also be
specified with a web interface.
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Figure 4: The Map Tool of ASCEM data management system.

Figure 5: A sample selection of wells in a region using Map Tool.

4. Selecting with more complex criteria through arbitrary SQL style conditions entered through
the filter tab on the map interface.

Figure 5 shows a rectangular bounding box selection using Map Tool. The different wells
within the bounding box are marked by filled circles in this example as opposed to the unselected
wells marked by open circles. A list of analytes being measured by the selected wells is displayed
adjacent to the map. Information about selected analytes can be displayed either individually or
collectively (if more than one analyte is selected), and can be saved to a file for off-line analysis.

7



Figure 6: An example of a simple graph from Map Tool with the option to save the data for off-line
analyses.

5 Plotting and Visualization
Map Tool is able to access a number of different visual analytics tools such as VisIt 2 and ROOT 3.
It supports a range of plotting and rendering tools through the interactive web interface. Here we
briefly describe two examples: a simple line graph in Fig. 6 and a set of advanced contours in
Fig. 7.

Fig. 6 shows a simple line graph. There are a number of different forms of such plotting
functions that produce scatter plots, bar graphs, etc. This plotting capability can work with a single
curve, or a collection of curves (e.g. measurements of all Uranium isotopes across a set of wells).
This screen capture also shows the option of saving the data used in the plot to a text file. In
general, this functionality is available for users to save data records for further analysis operations.

Fig. 7 shows a set of advanced contours [14]. This advanced feature allows users to visualize
concentration over time and space for any listed analyte for the selected wells; for a given aquifer
and analyte, users can also overlay a contour plot of the analyte concentration as measured by all
the wells screened in that particular aquifer for any calendar year in the measured range. This
particular set of figures are produced with VisIt [14].

The Visualization Toolset of the ASCEM Platform has many more features that produce 2D
and 3D images and movies on both primary and derived quantities. We refer interested readers to
the software manual for a more detailed description 4.

2https://wci.llnl.gov/codes/visit/
3http://root.cern.ch
4http://ascemdoe.org/
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(a) (b)

(c) (d)

Figure 7: Web-based 2D plume visualization on the ASCEM data management website. A colored
contour map of the tritium concentrations (in pCi/L) is created on top of the Google Map of the
SRS F-Area: (a) 1997, (b) 2005, (c) 2008 and (d) 2011.

6 Integration with Distributed Workflows
Several generic scientific workflow systems exist, e.g., Kepler [4], Pegasus [11], Tigres [19], and
Triana [10]. There are also a number of more specialized workflow systems designed for specific
application domains [23]. For example, Turuncoglu and colleagues have developed a portable and
replicable simulation workflows to create self-describing models with common model component
interfaces for coupling an Earth System Modeling Framework (ESMF) with the Regional Ocean
Modeling System (ROMS) and Weather Research and Forecasting Model (WRF) [26, 25]. AS-
CEM uses its own workflow engine know as Akuna [13]. Here, we provide a brief overview of
Akuna and then describe the key feature of our data management tool that allows for a straightfor-
ward integration with the Akuna workflow engine.
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Figure 8: An architectural view of the Akuna workflow engine.

Akuna is designed to connect effectively a diverse set of capabilities required for environmen-
tal management tasks including management of complex spatiotemporal data objects, visualization
of many different quantities on geographical features, high-performance computing simulation of
transport and chemical reactions, and assessment of uncertainty in the simulation results. It is an
open-source, platform-independent user environment. It includes features for basic model setup,
sensitivity analysis, parameter estimation, uncertainty quantification, launching and monitoring
simulations, and visualization of both model setup and simulation results. Features of the model
setup tool include visualizing wells and lithologic contacts, generating surfaces or loading sur-
faces produced by other geologic modeling software, and specifying material properties, initial
and boundary conditions, and model output. Fig. 8 shows the architecture of the current imple-
mentation [13].

Akuna workflow engine has implemented the capability of remote data access web services.
This allows our data management component to seamlessly integrate with the Akuna workflow
engine through the RESTful API. Since our web service follows the established standards, our
approach allows the distributed Akuna workflows to access the necessary data whenever and
wherever they are needed. The data management component is implemented with modern Web
technologies to provide intuitive interfaces for transparent data accesses. The selection capability
allows the users to access only the data records needed for any analysis operation.

7 Summary and Future Work
The ASCEM project is developing computational tools to predict the long-term behavior of sub-
surface nuclear contamination. Part of this effort include collecting and disseminating important
data about the experimental observations and simulations. ASCEM project has decided to use a
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specialized data gateway to satisfy the demand from the distributed community of scientists. The
ASCEM data gateway is designed to serve the complex spatiotemporal data to a diverse set of
applications. As such, the ASCEM data gateway includes a number of features that are uncommon
in other implementations of science gateways. Here is a brief summary of the four key features
explained in §3 – §6.

1. The ASCEM data gateway supports complex geographical data types, including various
coordinate systems for measuring objects on the globe, complex shapes on the globe, over-
lapping shapes, and irregular objects. It also supports time series of various kinds for cap-
turing periodic observations and simulation output, such as the concentration values shown
in Fig. 6. These complex data types are supported through PostgreSQL.

2. It supports a set of advanced selection operations including points, rectangles, polygons, and
SQL-style selection conditions. Through PostGIS, it also supports intersection of complex
geometric shapes. The data selected could be directed to another web service, saved to
files, or used in plotting and other visual analytics operations. Common types of selection
operations are explained in Section 4 and an illustration of a simple selection operation is
shown in Fig. 5.

3. It implements visualization functions by invoking the state-of-art features from VisIt and
ROOT. In a number of special cases, we have worked with visualization experts to develop
new algorithms to better handle the complex geometry involved [14]. In addition to sup-
porting visual analysis and publications, these integrated visualization features have been
demonstrated to be very useful in diagnose the distributed workflows for application scien-
tists.

4. It can be used by ASCEM workflows seamlessly to support large-scale data analysis and risk
assessment operations. This is a natural outcome of using the same seb service standards in
data consumers and producers within ASCEM project.

These key features of the ASCEM data gateway have now been implemented. The web service
is available online since 2011 5. It has been used to produce a number of ASCEM publications [1,
14, 21, 28]. Our next set of tasks will be focused on exercise this gateway with a number of real-
world risk assessment workflows. Based on the experiences from these use cases, we may expand
this gateway to include additional features needed.
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